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1 Introduction

The work that is presented here was initiated by question of a colleague from the mechanical
engineering department. He was analysing several industrial manufacturing processes (a tire
production line, a cookie baking line, etc.). These processes were modeled in a procedural
kind of programming language (called “x” [AvdMR94]) extended with hybrid features such as
continuous variables defined by differential equations. Having specified the process by such
a program, analysis then proceeded by means of simulation.

Typically, they would design a production line, and then test it by building it on a small
scale to see whether it worked. So a problem would first be found on the actual production
line (“valve 4C gets clogged with coagulated cookie mix”). They would try to recreate that
problematic situation in their simulation tool. Then an ad-hoc solution would be found in the
simulator (“if we heat the cookie mix a bit more it will not coagulate”), and finally the physical
production line would be modified to reflect the “improvement”. This cycle was repeated over
and over again, until confidence in the production line design had grown enough to justify
substantial investments in a large scale production line.

This method (of course?) proved unsatisfactory for systems larger than some critical size:
the “debugging cycle” for a production line needed to be repeated ad infinitum, with each
“improvement” prompting more problems than it solved.

So although they were very precise and formal in specifying their processes, these specifi-
cations were then not used in any kind of formal analysis. This seemed very wasteful; so the
idea arose to find a translation from the language x to an (ACP-style) process algebra [BW90].
In that way the tedious simulation driven analysis could be replaced by, or at least augmented
with, a hopefully less tedious formal analysis by process algebraic means.

With the purpose described above in mind, we created an ACP-style process algebranamed
ACPys (“ACP for hybrid systems”) that incorporates hybrid features. As our final goal is easy
translation from the language x to ACPyg, we focused on the ease of specifying in an intuitive
way, and power to specify in a way close to x. Sometimes, this approach forced us to make
compromises on the mathematical elegance of ACPys, and sometimes it resulted in some ax-
ioms and proofs being longer and messier than would have been necessary had we focused
on theoretical beauty only. On the whole however, we believe we have created an process
algebra that is both easy enough to specify in, and not too complicated to reason with.

2 Methodology

In this section we will delve a bit deeper in the technical details of ACPyg. Historically speak-
ing, ACPys is very much a combination of two previously existing process algebras, namely



ACP, 1 [BB95] and ACPys [BB94].

ACP, /1 is a process algebra that provides real-time actions (for example “a(7)”, meaning:
perform action a at time 7), allowing specification in either absolute time, relative time, or
both. Furthermore, it allows so called “urgent actions”, which are actions that occur one after
another without any time passing in between (for example “a(7) - b(7)”, meaning: perform
action a at time 7, and then perform action b, also at time 7). Finally, it provides “integration”,
which denotes a sum over a continuum of alternatives (for example [, a(Vv), meaning:
perform action a somewhere in the time interval [1, 2]).

ACP); is a process algebra that provides “signals”, where a signal describes a the visible
part of the current state (for example “(x = 3) ™ a”, meaning: in the state, x = 3 holds until
the execution of a). Furthermore, it provides conditions (for example (x = 3) :— b, meaning:
execute b only if x = 3).

When combining these two process algebras, one has to extend the signals and conditions
with a capability to refer to time, and all the time operators need to be extended to the pres-
ence of signals and conditions. In this way, one can denote processes like:

(P(t) =3+0) ~ J - 5](P(t) =7):—a(v)

meaning: the pressure (“P(t)”) in the system equals 3 plus the current time (“t”), now perform
action a somewhere in the interval [2, 5], at a point where P(t) equals 7. As this condition
is only true at time point t = 4 the above expression simplifies to:

(P(t) =3+1t) ~a(4)

In our full article we provide axioms for ACPyg that algebraically define which expressions
can be rewritten into each other. The purpose of this is to allow one to specify the expected
behavior of a process (“the line produces cookies”) and the actual implementation of a process
(“the cookie production line works as follows...”) both in ACPys. If one then can show, by
algebraic means, that both specifications denote the same process, one has proven that the
given implementation satisfies the intended behavior.

Furthermore, we give a Plotkin-style structured operational semantics for all operators of
ACPpg, and define a notion of (strong) bisimulation.

We also give some theorems (for example an expansion theorem) that we have found con-
venient when tackling problems of some size. The full article concludes by applying the de-
scribed techniques to a few problems of varying size.

3 Small example

To give an global impression of how such a analysis proceeds, we show a small example. The
system we chose is a simple, almost trivial, heater and thermostat system that controls the
temperature in a certain room.

We have a heater, which when turned on heats the room by 1 °C per hour. When it is off,
the room cools down by 1 °C per hour (through warmth leakage to the outside). There is a
thermostat that turns the heater off if the temperature reaches 22 °C and turns the heater
back on when the temperature reaches 18 °C. The system is started with a room temperature
of 0 °C and the heater on.

We will analyze this system using both absolute time (syntactically recognizable by the
round parentheses) and relative time (recognizable by the square brackets).

3.1 Specification (absolute time)

We first specify our heater-thermostat system (HT) using absolute time, i.e. all time stamps
refer to the absolute time, the time that has elapsed since the system was started. This leads
to the specification of Table 1 on the following page, which we will now explain step by step.



Heater = Hon (0)

[ee]

Hon(W) = | Fort(V) - offy(v) - ot (1)

Hoge(u) =J Fon(V) - ony(v) - Hop(Vv)

v=u

Thermostat = T¢o1q(0)

o]

Teod (1) :j (T(£) = 22) =~ St (V) - Tuvarm (V)

Tyvarm (1) = { (T(£) = 18) i Son(V) - Teota(V)
S=5(00)
S’ (u) = J ) offs (v) - (c(lj_if = —1) ~ S§"(v)
S (u) = J _ ony(v) - (i—{ = l) ~ S (v)

H = {roft, Sotf, Fon, Fotf, ON1, 0N, Off7, off> }
C = {rofr | Soff = Cotf, Fon | Son = Con, Off1 | off> = off,on; | on, = on}

HT = <T(0) =0A % = 1) ~ 0y (Heater || Thermostat || S)

Table 1: Heater and Thermostat, absolute time version.

As can be seen, HT consists of three components, running in parallel: the component
“Heater”, which models the heater, the component “Thermostat” which models the thermo-
stat, and the component “S”, which models the “characteristics of the heater and the room”
(namely the facts that with the heater on, the temperature rises by 1 °C per hour, and with
the heater off, it falls by 1 °C per hour).

The component “Heater” works as follows. The initial state of the heater is “on” at time O
(“Heater = Hyn (0)”). When the heater is in the state “on” at time u (“Hon (1) ”), it first tries to
execute the action ryfr between time 0 and o (implemented by the integral from 0 to «). As
this action 7 synchronizes with sqff, it can only be done when the “Thermostat” component
is willing to do sefr. Intuitively: the heater can only execute 7o when the thermostat measures
the room temperature to be 22 °C. When the heater eventually executes this synchronizing
action ryf at time v, it knows that the temperature is 22 °C, and stop heating at the same
moment v (“off; (v)”, note that this is an urgent action). The heater then continues in the
state “off”, at time current time v (“Hye(v)”). This subcomponent Hyee works in a similar
way as Hyy, with the roles of “off” and “on” interchanged.

Then the component “Thermostat”. It has two main states: “Tcoiq” and “Twarm”. In the
state “Tcolq”, the thermostat is measuring the temperature until it becomes 22°C (“(T(t) =
22) :="). When that happens, the thermostat (immediately) performs the action sy, which
synchronizes with the rq¢r action of the heater, as described above. After that, the thermostat
is in the state “Twarm’, Which is similar to “T¢qq”, albeit that it now waits for the temperature
to drop to 18°C.

This leaves us with component “S”. As said, this component models the “characteristics
of the heater and the room”, namely the facts that with the heater on, the temperature rises
by 1 °C per hour, and with the heater off, it falls by 1 °C per hour. It does this by trying to



execute “off>” and “on»,” actions, which synchronize with the “off;” and “on;” actions of the
heater, as described above. As a result the “S” component knows exactly when the heater is
being turned on and off. When the heater turns off, S’ emits the signal “ df —1” into the
system, signifying that the temperature is now dropping by 1°C per hour. Mutatis mutandis,
S”" emits the signal “ d{ = 1” to signify that the temperature is rising when the heater turns
on.

The complete system now consists of the components “Heater”, “Thermostat”, and “S”
running in parallel:

dr

HT = <T(0) 0OA T ) ~ 0y (Heater || Thermostat || S)

As can be seen, the system starts in an initial state where the temperatureis 0°C (“T'(0) = 0”),
rising by 1°C per hour (“ =1

3.2 Analysis (absolute time)

We will now analyze the specification given in Table 1 by linearizing it. By means of an expan-
sion theorem (not given in this abstract, see the full paper) we determine for every state we
reach the enabled actions. As it turns out, in every state there is exactly one enabled action, so
we can algebraically rewrite our specification (by the expansion theorem, which follows from
the axioms) into an equivalent one that just contains sequential composition (this is much
stronger than “merely” linear). The calculation is given below:

HT = (T(O) =0A (21_7; = 1) ~ 0y (Heater || Thermostat || S)
(Tm)—oA%§:1)~aHuuﬂmnrmamnsxm)
(T(O) =0A (il—jt" = 1) ~ Coff(22) - (T(22) =22)
311 (off1 (22) - fﬂﬁa22>||Twmm<22)||S%22))
(T(O) =0A = 1) ~ Coff(22) - (T(22) = 22) ~ off(22) -
<7w22>—22>r~aH(Haﬂ22>nTWmﬂ22>n(ﬂgzz—l)r~y%22ﬂ
(T(O) =0 /\ — = 1) ~ Coff(22) - (T(22) = 22) ~ off(22) -
dT
(T(ZZ) =22 A E = —1) ~
af{(fhfazz) Toarm (22) | (i$1 —1) f~5”(22))
(T(O) =0A (31—1; = 1) ~ Coff(22) - (T(22) = 22) ~ off(22) - HTwarm(22)
Hnmmw>=(Tw>—22A%§=—4)maH(HmunnTmmunn(if=—1)~S%uﬁ
(T(LI) =22A i—]; = —1) ~con(u+4) - (T(u+4) =18) ~
aHQmuu+4>1%ﬂu+4)nnwﬂu+®n(%f=—d)m5%u+4ﬁ
(T(Ll) =22A i—]; = —1) ~con(u+4)-(T(u+4) =18) ~

on(u+4)-(T(u+4) =18) ~
dr

de ) msl(u“}))

aHQuﬂu+@nTmau+@n(
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= (T(Ll) =22A (;1:1—1; = —1) ~con(u+4)-(T(u+4) =18) ~
dT
on(u+4) - (T(u+4)=18/\E=1) ~
31 (Hon( +4) || Tegu(u+4) | (% 1) ~ s 4)
= (T(Ll) =22A (;1:1—1; = —1) ~con(u+4)-(T(u+4) =18) ~

on(u+4) - HTcoq(u + 4)

HTeota (1) = (T(u) 18 A i—f - 1) ~ o (Hon(u) | Teora () || (Ccll—f - 1) ~ S"(u))

= (T(u) =18 A % = 1) ~cop(U+4) - (T(u+4) =22) ~

a1 (0ff1 (4 +4) - Hogr(u +4) | Tyam(u +4) | (C;—:tr 1)~ s )
= (T(Ll) =18 A (;1:1—7; = l) ~cof(U+4) - (T(u+4) =22) ~

off(u+4) - (T(u+4) =22) ~

o1 (Flor(u +4) | Tuam(u +4) | (Ccll—f = -1) ~ 5" )
=(T(Ll) :18/\%: )f\coff(u+4)-(T(u+4) =22) ~

dT

off(u+4) - (T(u+4) :ZZAE:_l) ~

o1 (Flor(u +4) | Tuam(u +4) 1| (SE = 1) ~ 5"+ )
= (T(Ll) =18 A (;1:1—7; = l) ~cof(U+4) - (T(u+4) =22) ~

off(u +4) - HTwarm(u + 4)

Throwing away the intermediate steps, this brings us to the following system of three equa-
tions:

HT = <T(0) =0A % = 1) ~ocofe(22) - (T(22) = 22) ~ off(22) - HTwarm(22)
HTwarm(u) = (T(u) =22A % = —1) ~con(u+4)-(T(u+4) =18) ~
on(u+4) -HTca(u + 4)
dr
HTcola(u) = (T(u) =18 A G 1) ~coppf(U+4) - (T(u+4) =22) ~

Abstracting from the synchronization actions we get the system HT":

HT/ — <T(0) — 0 A (;_’1; = ) N 0ff(22) " HT\,Narm(ZZ)
HT, o (1) = (T(u) =22 A Ccll—f = —1) ~on(u+4) - HTgq(u +4)
HTéold(u) = <T(U) =18 A (31—1; = 1) ~off(u +4) - HT;varm(u +4)

So HT starts in a state where the temperature is 0°C, rising by 1°C per hour. After 22 hours
(when it is 22°C), the heater turns off, after which the temperature starts to fall. Four hours



later, (when it is 18°C), the heater turns on, the temperature starts to rise, and another four
hours later the temperature is 22°C again. This cycle repeats ad infinitum.

This completes the absolute time version of our small example. Note that we have not
given any correctness criterion. One such criterion could for example be “eventually the tem-
perature stays within the interval 18 < T(t) < 22”.

This is not necessarily a bad thing; we are more focused on transforming large, concurrent,
specifications in equivalent small, linear ones to get an insight in the functioning of a hybrid
system, than we are interested in verifying a specific property. Nevertheless, it would be nice
to be able to verify formal properties. More on this in the conclusions of this abstract, and
the full paper.

3.3 Specification (relative time)

We will now analyze the same heater and thermostat again, this time using relative time (note
the square brackets).

When inspecting the above analysis in absolute time, one notices that it is needlessly clut-
tered with variables (“u” and “v”) that only serve to express the concept of “now”. It would
be far easier to avoid this dragging along of variables by using relative time.

This leads to the specification of Table 2. This specification intuitively works just like its
absolute time counterpart, and is much easier to read.

Heater = Hyp

Hon = { 0 Fott[ V] - off1[0] - Hotr

Hoge = { Oron[v] -on1[0] - Hon
v=

Thermostat = Tcold

Teold = { (0 = 22 = 5o V] - T
v=

[ee]

Tovarm = { IT(0) = 18] = Son[V] - Teoig
v=

H = {rof, Sotf, Fon, Fotf, ON1, 0N, Off7, off> }
C = {rofr | Soff = Cotf, Fon | Son = Con, Off1 | off2 = off,on; | on, = on}

HT = [T(O) =0A % = 1] ~ 0y (Heater || Thermostat || S)

Table 2: Heater and Thermostat, relative time version.



3.4 Analysis (relative time)

Again we linearize. The calculation is given below. Note that it is significantly cleaner and
shorter than in the absolute time case.

dT i

HT=(T(0) =0A N = 1| ~ 0yg(Heater || Thermostat || S)

- dT . )
= |1 =0n St = 1]~ duHon I Teoa 1)

[ dT ) ,
=70 =0 n Gr = 1]~ conl221 - [T(0) = 221 ~ 34 (01 [0] * Hot * Toam 11 5)
=|T(0)=0A (iljt" 1 ~ coe[22] - [T(0) = 22] ~ off[0] -

dT r”
[T(0) = 22] ~ (Hoff  Tvarm | [E - —1] ~S )
= T(O) =0A (iljt" 1 ~ coe[22] - [T(0) = 22] ~ off[0] -
dT T dT ”
T(0> —2nGr=-1| oy (Hoff Tyvarm | [dt - —1} ~S )
dT ] dT 44
HTwarm = T(O) =22N—=—=-1[ aH (Hoff I Twarm | |: _1] ~S >
dr | dr
= T(O) =22 A ?1—7; =-1| ~con[4] -[T(0) =18] ~
dT 7
on (on1[0] - Hon || Teold | [E - —1] ~S )
dT T
= T(O) =22 A E =—-1| ~con[4] -[T(0) =18] ~on[O0] -
T ,
[T(0) = 18] maH(Hon | Teota | [d - ]m5>
t
= T(O) =22 A (3:1—1; =—-1]| ~con[4] -[T(0) =18] ~on[O0] -
dT ] dT ,
T(O) —18AE=1_ maH(Hon | Teota I [dt } mS)
dT T
dT ] dT rr
HTcoiq = T(O) 182 ] ~ay (Hon | Teotd | [— - 1] ~S )
dr i dr
= T(O) =18 A ?1—7; =1~ cope[4] - [T(0) =22] ~
dT ,
on (off1[01 - Hott | Tosarm | [E - 1} ~S )
[T(O) =18 A C(lj_f = 1] ~ cor[4] - [T(0) = 22] ~ off[ 0] -
dT 7
[T(0) = 22] maH(Hoff | Tosarm | [dt - —1] ~S )
[T(O) =18 A (3:1—1; = 1:| ~ coe[4] - [T(0) = 22] ~ off[0] -
dT dT '
[T(o> =275 = —1] ~ o (Hoff | Tosarm | [dt - —1] ~S )



ar _

= [T(O) =18 A T

1] A~ Cot[4] - [T(0) = 22] ~ Off[0] - HTuwarm

Throwing away the intermediate steps, this brings us to the following system of three equa-
tions:

HT = [T(O) =0A (3:1—1; = 1:| ~ coe[22] - [T(0) = 22] ~ off[0] - HTwarm
HTyarm = [Tm) _ 22 ‘é—f - —1] ~ con[4] - [T(0) = 18] ~ on[0] - HTeoia
HTeold = [Tm) 184 i—f . 1] ~ conl[4] - [T(0) = 22] ~ off[0] - HTyarm

Abstracting from the synchronization actions we get the system HT":

HT' = [T(O) =0A ‘é—}r = 1] ~ off[22] - HT{arm

, dr ,
HTwarm = [T(O) =22 E = _1] ~on[4] - HTcold
HT g = [T(O) =18 A Cil—:tr = 1] ~ off[4] - HT}arm

From these equations the behavior of the heater and thermostat system can be even easier
understood than in the absolute time case.

So, one could ask, why bother with absolute time at all? As we will argue in the full article,
specifications and calculations are indeed more naturally expressed using relative time con-
structs. Paradoxically, however, axiomizing relative time constructs is very painful, whereas
it is quite easy for absolute time.

Therefore, the approach we have taken is to have all axioms in absolute time, then de-
fine relative time constructs in terms of absolute time constructs!. The equalities needed to
rewrite systems then become theorems, that can be proven from expanding the definitions
of the relative time constructs, and proving the resulting absolute time theorem using the
axioms.

4 Conclusions

We have found a way to successfully apply (ACP-style) algebraic techniques to hybrid systems.
Because of ACP’s modular nature, this opens up the whole spectrum of ACP techniques (past,
present, and future). On several points this will save us the trouble of reinventing the wheel.

As we put emphasis on practical applicability rather than theoretical beauty, the theory
is quite a bit larger than most algebraic theories. But we strongly feel that this disadvantage
is more than made up for by the advantage of being able to specify close to the way the me-
chanical engineering language x does.

Although we do not provide a formal translation from x to ACPyg, it is our experience that
ACPys provides enough expressibility to easily express all x specifications we have encoun-
tered so far.

Where we do have some difficulties is with the notion of correctness. (Strong) bisimula-
tion is probably too much to demand between a high level specification and a very low level
implementation of a production line. It would be nice the have a notion of refinement or ab-
straction in the setting of ACPyg, but there has not been done much research on this as of
yet.

An other alternative for a notion of correctness might be by specifying the desired behav-
ior by means of a temporal logic formula. This formula could then be checked against the
process graph of an ACPys implementation.

IThe basic idea behind this is not ours; it appears in several places in the literature, e.g. [BB95].



For future research we plan to look into the two above mentioned alternative notions of
correctness. It is our hope that while doing so we will be able to tackle ever larger and larger
examples, finally arriving at the point where we can provide a serious alternative to the sim-
ulation driven design method described above.

Honesty dictates us to state we still quite far from formally analysing the 1000-odd line x
programs that can quite satisfactorily be simulated. To reach that point, it will probably be
necessary to integrate our approach with computer aided process algebra tools, for example
the PSF toolkit currently under development at Eindhoven University of Technology and the
University of Amsterdam. It is our firm belief that a solid theoretical understanding of hybrid
systems in an algebraic framework, combined with sophisticated computer tools to perform
the tedious algebraic manipulations sometimes necessary, will yield powerful techniques for
assuring hybrid systems correct.
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